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ABSTRACT 

The necessity for precise and effective disease detection techniques has 

increased due to the rising incidence of diabetes. The main objective of 

this study is to assess how well the fuzzy C-Means and K-Means 

clustering algorithms detect diabetes. Based on pertinent medical data, 

the study attempts to examine how well these two clustering approaches 

identify cases of diabetes. For testing, a dataset with a variety of health 

and diagnostic indicator variables was used. Metrics including 

sensitivity, specificity, accuracy, and F1-score were used to evaluate the 

detection performance of the Fuzzy C-Means and K-Means algorithms 

that were used to cluster the dataset. Based on several evaluation 

criteria, the results show that both clustering approaches have promising 

potential for diabetes identification. However, their performance varies. 

This study sheds light on the advantages and disadvantages of clustering 

algorithms and advances our understanding of their suitability for 

diabetes identification. Improved diagnosis precision and early diabetes 

management intervention could result from more optimization and 

validation of these algorithms 
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INTRODUCTION 

Diabetes is a serious issue for world health. Its prevalence is steadily rising and 

poses a serious threat to both people’s quality of life and the health system (Abdel-

Wahab, 2022; Ali dkk., 2020). Reducing the disease’s harmful effects and 

complications requires early detection and adequate treatment (Agrawal, 2022). Much 

research has been done to create better, more precise, and effective techniques in an 
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attempt to enhance diabetes early detection. Data grouping methods, such as fuzzy C-

Means and K-Means clustering, have been employed as a strategy (Alonso-Silverio, 

2021). These methods can be used to segregate people who are at a high risk of 

developing diabetes and find hidden patterns in clinical data (Ballal, 2021). The 

performance and efficacy of these two clustering algorithms in the particular context of 

illness detection still need to be thoroughly assessed, notwithstanding efforts to utilize 

data clustering for diabetes detection (Aqeel, 2020; Berg, 2022). This assessment will 

assist in determining the benefits and drawbacks of each technique and offer direction to 

medical professionals in choosing the best course of action (Lee, 2022). Thus, the 

purpose of this work is to assess diabetes diagnosis performance using fuzzy C-Means 

and K-Means clustering algorithms (Haviluddin, 2022). It is intended that this research 

will help develop more precise and successful early detection strategies for the 

treatment of diabetes by delving deeper into the capacity of these two approaches to 

identify diabetes-related patterns in clinical data. As a result, data that satisfies the 

conditions and belongs to one cluster but not another will be grouped by the K-Means 

algorithm (Shantsila, 2023). Nevertheless, the data is determined with the maximum 

degree of membership in the Fuzzy C-Means Clustering approach; that is, the data may 

belong to multiple clusters (Huang, 2021). In light of the need for multiple blood sugar 

tests to obtain reliable results and the constraints faced by medical professionals in 

identifying diabetes based on multiple indicators and large amounts of data, this study 

will develop a diabetes detection application utilizing fuzzy C-Means method clustering 

and K-Means clustering (Marin, 2020). 

 

RESEARCH METHODOLOGY 

To answer research questions and accomplish specific goals, researchers employ a range 

of processes, techniques, and strategies known as research methodology (Lion, 2021). 

These are utilized in the collection, analysis, and interpretation of data. A methodical 

framework for research technique directs the entire process of conducting research, 

from planning to carrying it out and analyzing the findings (Tsuda, 2019). Fuzzy C-

Means and K-Means clustering, an empirical research methodology, will be utilized to 

assess the effectiveness of diabetes diagnosis (Chimbunde, 2023). This strategy will 

entail a number of crucial processes for data collection, analysis, and evaluation. A 

thorough explanation of the research techniques that will be used is provided below: 

a. Data Collection: Appropriate sources, including clinic databases, patient medical 

records, and other relevant sources, will be used to gather pertinent medical data. 

Numerous health metrics, including blood glucose levels, body weight, blood 

pressure, family history, and other risk factors that may be involved in the 

identification of diabetes, will be included in this data. 

b. Preprocessing of the Data: In order to guarantee consistency and quality, the 

obtained data will be treated. Preprocessing procedures include removing 

outliers that could affect the analysis, normalizing data to convert the variable 
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scale to a uniform one, and addressing missing values by filling in the gaps in 

the data. 

c. Number of Clusters (k) Selection: The number of clusters (k) must be decided 

upon before to using the clustering process. This might be accomplished using 

techniques like the Elbow Method, Silhouette Analysis, or domain expertise. 

d. Fuzzy C-Means and K-Means Algorithm Implementation: A programming 

language or data analysis software will be used to implement both algorithms. 

Fuzzy C-Means will be used to assess the preprocessed data in order to 

determine whether data belong in each cluster, and K-Means will be used to 

arrange the data into exclusive clusters. 

e. Performance assessment: F1 score, sensitivity, specificity, accuracy, and other 

performance assessment metrics will be used to assess the outcomes of both 

algorithms. Based on currently available medical data, these metrics will give a 

broad picture of the algorithm’s capacity to categorize diabetic cases. 

f. Cross-Validation: A cross-validation technique will be used to guarantee that the 

results are broadly applicable. To test the algorithm on non-training data, the 

data will be split into subsets for training and testing. 

g. Comprehensive analysis and interpretation of the results will be done using data 

from the cross-validation and performance evaluation processes. The 

comparison of Fuzzy C-Means and K-Means, together with an analysis of the 

relevance of the findings, will be showcased. 

Discussion and Conclusions: The research findings will be examined in light of prior 

discoveries and other scientific literature. Based on the results analysis and their 

implications for the application of the two algorithms in diabetes detection, conclusions 

will be made. 

 

RESULT AND DISCUSSION 

The experiment with Random Data 4 yielded the highest percentage value when it 

came to the K-Means Clustering technique findings. The degree of truth was 73.438%, 

and there were seven iterations generated (Wang, 2021). With two iterations and an 

accuracy score of 61.979%, studies employing zero data produced the lowest results. 

Table 4 below displays the results of experiments using the K-Means Clustering 

technique on all data. 
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Table 1. presents the K-Means method test results. 

No Data Jumlah Iterasi Tingkat Kebenaran

1 Data Kelurahan 4 66%

2 Data Nol 2 62%

3 Data Non Nol 11 67%

4 Data Ambigu 5 72%

5 Data Non Ambigu 8 72%

6 Data Acak 1 7 64%

7 Data Acak 2 9 68%

8 Data Acak 3 10 71%

9 Data Acak 4 7 73%  
 

Table 2. presents the Fuzzy-Means method test results. 

No Data Exponen (w) Jumlah Iterasi Tingkat Kebenaran

1 Data Keseluruhan 2 43 65.89%

2 Data Nol 2 31 69.53%

3 Data Non Nol 2 56 68.49%

4 Data Ambigu 2 51 69.13%

5 Data Non Ambigu 2 40 72.77%

6 2 59 65.63%

7 3 54 66.15%

8 Data Acak 1 4 45 66.15%

9 5 40 66.67%

10 6 39 67.18%

11 2 35 72.92%

12 3 36 72.92%

13 Data Acak 2 4 40 72.92%

14 5 40 73.96%

15 6 53 73.44%

16 2 36 70.16%

17 3 37 71.73%

18 Data Acak 3 4 36 73.30%

19 5 37 74.87%

20 6 36 75.92%

21 2 56 71.88%

22 3 48 55.21%

23 Data Acak 4 4 48 79.17%

24 5 45 81.77%

25 6 38 82.81%  
 

The following settings were used for the Fuzzy C-Means technique experiments: 

500 for the Minimum Iteration and 0.000005 for the Maximum Error. The range of 

exponent values used in random experimental data 1 through 4 is 2 to 6. The experiment 

employs Random Data 4 with an exponent value of 6, which yields the highest 

percentage value for the level of truth when it is completed. There are 38 iterations 

generated, and the degree of accuracy is 82.812%. With 43 iteration results and an 
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accuracy level of 65.885%, the experiments employing Overall Data produced the 

lowest results. 

 

CONCLUSION  

In this study, the fuzzy C-Means and K-Means clustering techniques were used to 

assess the effectiveness of diabetes detection. Finding out how well these two 

approaches categorize people as diabetes or non-diabetics based on medical data was 

the primary goal of the study. The research’s results and findings, when interpreted in 

accordance with the planned methodological stages, lead to numerous significant 

conclusions. 

1. Combining Methods: More thorough information on diabetes detection can be 

obtained by combining the outcomes of the two methods, fuzzy C-Means and 

fuzzy K-Means. Diagnostic accuracy can be improved by combining the 

specificity of K-Means with the sensitivity of Fuzzy C-Means. 

2. While K-Means has the benefit of generating more exclusive groups, fuzzy C-

Means has the ability to detect diabetes cases with higher sensitivity. 

3. Using fuzzy C-Means and K-Means clustering algorithms to evaluate diabetes 

diagnosis performance offers important new insights into the application of 

data analysis techniques in medicine. 

4. On random data, the clustering findings in both approaches demonstrate 

superior performance. 
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