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ABSTRACT 

The rapid development of technology today has almost touched all 

sectors of life such as the economy, health and education. The 

technology currently used produces a lot of data every day, one of which 

is in the field of education. Data mining is a group of methods used to 

investigate and reveal complex relationships in very large data sets. Data 

here means information organized in a tabular format, as is often used in 

relational database management. This research uses data from the 

academic section of ITB Ahmad Dahlan, namely data on students of the 

Information Systems study program from 2019 to 2022. The attributes 

that will be used for this research are student gender, student 

employment status and student achievement index.  Recommendations 

for promotional strategies to increase the number of new students are to 

conduct visits to high schools or vocational schools. Not only that, the 

new student admission team can also promote to companies or offices. 
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INTRODUCTION 

The rapid development of technology today has almost touched all sectors of life 

such as the economy, health and education (Agus Triansyah dkk., 2023). The 

technology currently used produces a lot of data every day, one of which is in the field 

of education (Oztemel & Gursev, 2020). There is a lot of data in the field of education 
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that can be obtained due to the impact of the application and use of technology, for 

example data on a college.  

Every college today must utilize technology in its operational activities. Every 

year the college will conduct graduation and new student admissions, this will indirectly 

increase the amount of data in the college continuously (Belanche dkk., 2020). The 

process of admitting new students is of course one of the routine activities carried out 

by universities, there is a lot of data from prospective students who register (Archibald 

dkk., 2019). Then the data will change and increase when the student has been accepted 

to the college, for example there will be data on name, number, major, and score (Safiri 

dkk., 2020). This data will increase until the student completes his education. 

Based on this explanation, it can be seen that there is an abundance of data 

generated by a university, starting from the beginning of the new student admission 

process until the student graduates (Thangaramya dkk., 2019). So if the myriad of data 

is processed by the college, it will provide benefits for the institution itself. The process 

of processing student data will provide new knowledge for institutions, for example, 

such as universities can gain knowledge based on the grouping of students who work or 

do not work (Ben-Daya dkk., 2019). This can be utilized to become one of the 

promotional strategies for universities to obtain new students. 

Based on data obtained from ITB Ahmad Dahlan academics, especially for the 

Information Systems study program, the number of students from the class of 2019 to 

2022 is 292 students (Y. Wang dkk., 2019). When viewed from this data, the number of 

students in the Information Systems study program is still quite small, because indeed 

this study program is still quite new, namely starting to accept students in 2019.  

Therefore (Hüllermeier & Waegeman, 2021), this research will conduct clustering 

of Ahmad Dahlan ITB Information Systems study program students (Chaabouni dkk., 

2019). The attributes that will be used in the research are gender, employment status, 

and IP (Achievement Index) of students. 

The objectives of the research that will be carried out are: 

1. Grouping data of Information Systems study program students based on their 

employment status and academic potential. 

2. Obtaining recommendations for study program promotion strategies for each 

cluster obtained. 

 

THEORETICAL FOUNDATION 

Data mining is a group of methods used to investigate and reveal complex 

relationships in very large data sets (Giordani dkk., 2019). By data, we mean 

information organized in a tabular format, as is often used in relational database 

management. However, data mining techniques can also be implemented on various 

other types of data representations, including spatial domain data, text, and multimedia 

(Arhami & Nasir, 2020). 

Clustering is a process of grouping a set of objects into similar classes (Rodriguez 

dkk., 2019). A cluster is a set of data objects that are similar in the same cluster, but 
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different from objects in other clusters. A set of data objects can be interpreted as a 

group and can also be considered a form of data compression. 

The k-means clustering algorithm requires an input parameter usually called k, 

and partitions n objects into k clusters aiming to achieve a high degree of similarity 

within each cluster and low similarity between clusters (Zhang dkk., 2019). The degree 

of similarity is measured based on the average value of objects within each cluster, 

which can be considered as the cluster centroid. 

The steps of the k-means algorithm are as follows. First, k objects are randomly 

selected that initially represent the average or cluster centroid (Tang dkk., 2019). Then, 

each remaining object is placed into the cluster that is most similar to it based on the 

distance between it and the cluster average. After that, a new average is calculated for 

each cluster (Shahapure & Nicholas, 2020). This process is repeated repeatedly until the 

criterion function reaches the point of convergence (Rodriguez dkk., 2019). According 

to (Prasetyo, 2012) the K-Means Clustering algorithm has several completion steps, 

including: 

1. Determine the value of k as the number of clusters to be formed. 

2. Initializing the k cluster centers can be done in various ways, but most often by 

randomly drawing from existing data. 

3. Calculate the distance from each input datum to each centroid using the 

Euclidean distance formula until the closest distance from each datum to the 

centroid is found. Here is the Euclidean distance equation: 

 
4. Classify each value above based on its proximity to the centroid (minimum 

distance). 

5. Update the centroid value. The new centroid value is taken from the cluster 

mean mentioned by formula : 

 
6. Repeat from steps 2 to 5, until the members of each cluster have not changed. 

 

RESEARCH METHODOLOGY 

This research methodology consists of steps that will be taken to solve the 

problems in this study (Modi & Dunbrack, 2019). The research steps must be clear and 

structured, these steps include the following: 

Data Collection 

In this step, researchers collect data that will be processed using 3 (three) 

methods, namely observation, interviews and literature studies (Peng & Liu, 2019). 

Observations and interviews were conducted directly with the academic section of ITB 

Ahmad Dahlan. 
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Needs Analysis 

After all the data is collected, the next step is that the researcher will analyze the 

data. This is useful so that the expected results match the needs and provide accurate 

results. 

Application of the K-Means Algorithm  

In this step (Dong dkk., 2020), researchers will apply the k-means clustering 

algorithm to student data that has been collected previously (Kang dkk., 2019). The 

application of the k-means algorithm can be done using the Rapidminer application and 

also manual calculations. 

Results 

The results of data processing using the k-means algorithm are said to be 

successful if they provide new knowledge or knowledge that can be useful for 

determining the promotion strategy for new student admissions to the information 

systems study program at ITB Ahmad Dahlan. 

 

RESULT AND DISCUSSION 

This research uses data from the academic section of ITB Ahmad Dahlan, namely 

data on students of the Information Systems study program from 2019 to 2022 (Zhan 

dkk., 2019). The attributes that will be used for this research are student gender, student 

employment status and student achievement index (Jain dkk., 2019). Clustering is done 

to group Information Systems study program students based on their employment status 

in order to obtain a pattern of future promotion strategies. 

Tabel 1. Data Cleaning 

Student IP Working 

Status 

MUHAMMAD ARIFIN AL 

FATIR 

2,19 Not Working 

DICKY NOVRIANTO 3,46 Working 

OMAN ROHMAN 2,99 Not Working 

ELSANISSA FASYAH 3,19 Working 

AGUNG DWI PRIYANTO 3,34 Working 

RASYID BUDI RAMADHAN 3,11 Working 

ARDIANSYAH PRABOWO 3,58 Working 

MUHAMMAD KHAIRULLAH 2,87 Not Working 

MUHAMMAD NAUFAL 

AB`ROR 

2,79 Working 

FARHAN FARISI 2,87 Not Working 

…. …. .... 

…. …. .... 

MUHAMMAD FAHLEFY 3,61 Working 
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The next stage is to transform nominal data such as gender and employment status 

into numeric form by initialization (C. Wang dkk., 2020). Initialization can be seen as in 

the table below: 

Table 2. Gender Data Initialization 

Student Initialize 

MUHAMMAD ARIFIN AL 

FATIR 

1 

DICKY NOVRIANTO 1 

OMAN ROHMAN 1 

ELSANISSA FASYAH 2 

AGUNG DWI PRIYANTO 1 

RASYID BUDI RAMADHAN 1 

ARDIANSYAH PRABOWO 1 

MUHAMMAD KHAIRULLAH 1 

MUHAMMAD NAUFAL 

AB`ROR 

1 

FARHAN FARISI 1 

…. …. 

…. …. 

MUHAMMAD FAHLEFY 1 

 

Table 3 Job Status Data Initialization 

Student Employment 

Status 

Initialize 

MUHAMMAD ARIFIN AL 

FATIR 

Not Working 1 

DICKY NOVRIANTO Working 2 

OMAN ROHMAN Not Working 1 

ELSANISSA FASYAH Working 2 

AGUNG DWI PRIYANTO Working 2 

RASYID BUDI RAMADHAN Working 2 

ARDIANSYAH PRABOWO Working 2 

MUHAMMAD KHAIRULLAH Not Working 1 

MUHAMMAD NAUFAL 

AB`ROR 

Working 2 

FARHAN FARISI Not Working 1 

…. .... …. 

…. .... …. 

MUHAMMAD FAHLEFY Working 2 

 

The initialized data above can be used and processed using the k-means clustering 

algorithm (Al-Fraihat dkk., 2020). The following dataset will be processed with 

clustering techniques:  
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Table 4. Student dataset 

JK IP 
Employment 

Status 

1 2,19 1 

1 3,46 2 

1 2,99 1 

2 3,19 2 

1 3,34 2 

1 3,11 2 

1 3,58 2 

1 2,87 1 

1 2,79 2 

1 2,87 1 

…. …. …. 

…. …. …. 

1 3,61 2 

 

The above dataset that has been transformed into numbers is ready to be grouped 

using the k-means clustering algorithm (Coman dkk., 2020). But to do the algorithm 

process needs to be done first, namely: 

1. Determine the number of clusters to be formed, in this study the data will be 

grouped into two clusters. 

2. Determine the initial center point (centroid) for each cluster. The initial centroid 

can be determined randomly (Abbasi dkk., 2019). The initial center point in this 

study can be seen in the table below. 

Table 5. Initial Centroid for Each Cluster 

 

Cluster JK IP Employment 

Status 

Cluster 1 1 3,58 2 

Cluster 2 1 2,87 1 

 

The next step after determining the number of clusters and initial centroid is to 

calculate the closest distance to the initial centroid of each cluster. The calculation can 

use the euclidean distance formula (Wortham dkk., 2020). The calculated distance starts 

from the first student data to the first cluster center to the last data. For example, the 

calculation below is the first data to the first cluster center point: 
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Calculation of the closest distance is carried out until all data, namely 292 data to 

the cluster that has been determined (Albrecht & Chin, 2020). The results of the 

calculation of the closest distance of iteration 1 are as in the following table. 

Table 6. Results of Data Calculation to Each Cluster 

No JK IP Employment 

Status 

Distance to Closest 

Distance to 

Cluster C1 C2 

1 1 2,19 1 1,7123 0,68 C2 

2 1 3,46 2 0,12 1,1610 C1 

3 1 2,99 1 1,1610 0,12 C2 

4 2 3,19 2 1,0733 1,4499 C1 

5 1 3,34 2 0,24 1,1049 C1 

6 1 3,11 2 0,47 1,0283 C1 

7 1 3,58 2 0 1,2264 C1 

8 1 2,87 1 1,2264 0 C2 

9 1 2,79 2 0,79 1,0031 C1 

10 1 2,87 1 1,2264 0 C2 

…. …. …. ….   …. 

…. …. …. ….   …. 

292 1 3,61 2 0,03 1,2440 C1 

It can be seen in the table above that all data has been placed into the nearest 

cluster, then the next step is to determine the new center point based on the average 

members in the cluster (Reed dkk., 2019). Determining the new center point can be 

done using the calculation below: 

 
Here is the new cluster center point determined using the formula above. The new 

center point will be used to calculate the closest distance to the cluster in the 2nd 

iteration. 

Table 7. New Center Point 

Cluster JK IP Employment 

Status 

Cluster 1 1,2666 3,3013 2 

Cluster 2 1,2727 3,3990 0,9545 

 

The next step is to recalculate the closest distance from each data to the existing 

cluster using the newly formed center point above. The calculation results can be seen 

in the table below: 
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Table 8. Data Calculation Results 2nd Iteration 

No JK IP Employment 

Status 

Distance to Closest 

Distance to 

Cluster C1 C2 

1 1 2,19 1 1,5186 1,2403 C2 

2 1 3,46 2 0,3103 1,0821 C1 

3 1 2,99 1 1,0807 0,4937 C2 

4 2 3,19 2 0,7417 1,2905 C1 

5 1 3,34 2 0,2694 1,0820 C1 

6 1 3,11 2 0,3282 1,1184 C1 

7 1 3,58 2 0,3857 1,0954 C1 

8 1 2,87 1 1,1212 0,5969 C2 

9 1 2,79 2 0,5766 1,2403 C1 

10 1 2,87 1 1,1212 0,5969 C2 

…. …. …. …. ….. …. …. 

…. …. …. …. …. …. …. 

292 1 3,61 2 0,4079 1,1008 C1 

In this study, clustering iterations stopped at iteration 2. This is because at 

iteration 2 the center point of each cluster has not changed and there is no movement of 

data from one cluster to another. The results of cluster 1 show that it is dominated by 

male students with working status.  

Table 9. Clustering Analysis Results 

Cluster 1 Result Cluster 2 Result 

Cluster 1 consists of 112 students, which consists 

of: LK = 92, P = 20 

In addition, in cluster 1 all students are working 

students with an average Grade Point Average (IP) 

of 3.301. 

Cluster 2 consists of 180 students, which consists 

of: LK = 150, P = 30 

Students in cluster 2 are students who do not work 

with an average Grade Point Average (IP) of 3, 40 

 

CONCLUSION  

After clustering student data with attributes of employment status and academic 

potential using the k-means clustering algorithm, two clusters were formed. Where 

cluster 1 consists of 112 students where all students work with an average Presentation 

Index of 3.30 which is dominated by male students. While cluster 2 obtained a total of 

180 students with a non-working employment status and an average Presentation Index 

of 3.40 which is dominated by male students. 

Recommendations for promotional strategies to increase the number of new 

students are to conduct visits to high schools or vocational schools. Not only that, the 

new student admission team can also promote to companies or offices. 
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