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ABSTRACT 

Background. The virtualization of sign language through artificial 

intelligence in social media platforms presents linguistic challenges 

that have not been widely explored, especially related to the accuracy 

of syntactic structures in digital contexts. These visual representations 

have the potential to reproduce grammatical misconceptions that 

impact the meaning and effectiveness of communication. 

Purpose. This study aims to explore how the syntactic structure of sign 

language is represented in a virtual format by AI systems used in social 

media such as TikTok, Instagram, and YouTube, as well as identify 

their accuracy and distortions.  

Method. The research uses an exploratory qualitative approach with a 

cross-platform case study design. Data were obtained from 30 virtual 

sign language videos and analyzed using visual-spatial linguistic 

frameworks and open coding techniques. Validation is carried out 

through thematic triangulation analysis and expert consultation. 

Results. The results show that the representation of syntactic structure 

varies greatly between platforms, with YouTube being superior in 

accuracy to TikTok. Factors such as the length of the video, the 

sophistication of the algorithm, and the presence of non-manual 

elements greatly affect the completeness of sentence structure in virtual 

sign language.  

Conclusion. The current representation of sign language by AI does 

not fully reflect the complex syntactic structure. A new approach is 

needed in the development of multimodal-based technologies that 

consider linguistic elements as a whole to make digital communication 

more inclusive and accurate. 
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INTRODUCTION 

The existence of sign language has long been 

recognized as a complex visual-gestural communication 

system and is equivalent to spoken language in terms of 

linguistic structure (Amin dkk., 2022). The deaf 

community uses sign language as the primary medium to 

express ideas, emotions, and information, which have their 

own syntactic, morphological, and semantic rules. Sign 

language is not a primitive form of communication, but 

rather a semiotic system that develops naturally in the 

society of its users. The linguistic study of sign language 

has shown that the syntactic structure  
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in sign language has a hierarchy and order of elements that can be analyzed systematically (Cui 

dkk., 2019). The existence of syntactic elements such as subjects, predicates, and objects, as well as 

mechanisms such as topicalization and classifiers, makes sign language a legitimate object of 

linguistic study (Peter & Intelligence, 2021). 

The development of artificial intelligence (AI) technology has opened up new avenues in the 

representation and processing of sign language into the digital space, including through virtual 

avatars and interactive videos (Mittal dkk., 2019). AI-based social media platforms are starting to 

integrate sign language interpreter features in real-time to reach users with disabilities (Rahman 

dkk., 2019). Virtual representation of sign language requires a deep understanding of the linguistic 

structure of the language, especially the syntactic aspects that are the backbone of the arrangement 

of meaning. Sign language virtualization presents the challenge of maintaining the accuracy of 

syntactic structures when converted from physical forms to digital models (Al-Samarraay dkk., 

2022). In many cases, the transposition of movements into animated or algorithmic forms tends to 

simplify or eliminate their syntactic complexity. This raises the need for a more in-depth linguistic 

exploration of sign language in AI platforms (Athira dkk., 2022). 

The role of social media as a new communication space has changed the landscape of social 

interaction, including for the deaf community. Platforms like TikTok, Instagram, and YouTube 

provide ample space for sign language users to demonstrate identity, share content, and participate 

in public discourse (Chen dkk., 2022). The use of virtual avatars or AI filters to display sign 

language is a form of innovation in delivering inclusive messages. This dynamic makes the study of 

syntactic forms and structures in the virtual representation of sign language an important part of the 

study of digital linguistics (Ayanouz dkk., 2020). Analysis of these practices can provide new 

insights into how syntactic structures survive, change, or even disappear in technology-based 

interactions. Social media plays a role not only as a medium, but also as a field for linguistic 

transformation (Balaha dkk., 2023). 

The phenomenon of the growth of virtual sign language-based content raises interesting 

linguistic questions regarding syntactic fidelity to its original form. Some early studies show that 

not all AI systems are capable of capturing grammatical sequences or syntactic functions in their 

entirety (Farooq dkk., 2021). The representation of sign language in digital models often focuses 

only on lexical gestures, without paying attention to the relationships between elements in sentence 

structure. This issue has a direct impact on user understanding and communication effectiveness. 

Research on syntactic structures in virtual contexts is needed to understand how AI processes, 

organizes, and displays sign language structures in digital spaces. This study can also be an 

important contribution to the development of inclusive technologies that are accurate and 

linguistically fair (Saunders dkk., 2020). 

The knowledge that has developed in linguistics shows that sign language has a distinctive 

syntactic system and does not depend on word order as in spoken language. Sentence structures in 

sign language tend to use topic-commentary, space construction, and classifiers to construct 

meaning. These elements are interconnected and form a complex visual syntax (Wen dkk., 2021). 

Syntactic analysis in sign language considers not only the verbal elements, but also the direction of 

movement, location, facial expressions, and time. This uniqueness makes sign language a 

multimodal system that requires a contextual linguistic approach. In the context of AI technology 

and social media, understanding this complexity is key to maintaining the integrity of syntactic 

structures in digital representations (Sathyanarayanan dkk., 2023). 

In the linguistic study of sign language, generative theory approaches have been used by 

scientists such as Carol Neidle and Diane Lillo-Martin to show that sign language has a hierarchical 



Exploration of Syntactic Structure in Virtual Sign Language:…..                                                                       | Research Papers 

125                 JHRS | Vol. 2 | No. 3 | 2025 

syntactic structure that can be modeled in terms of phrases such as S (sentence), NP (noun phrase), 

and VP (verb phrase). X-Bar Theory and Minimalist Program have also been used to map the 

arrangement of syntactic elements in American Sign Language (ASL), suggesting that topic 

position, focus, and negation can be visualized through regular movement and facial expressions. 

This approach confirms that sign language syntax is not only parallel to spoken language, but also 

has grammatical representations that can be formally analyzed (Pontes dkk., 2020). 

There are still limitations in linguistic studies in explaining how the syntactic structure of sign 

language is represented in digital form through artificial intelligence technology. Most sign 

language research is still focused on natural forms performed directly by deaf speakers (Dong, 

2022). Visual representation through avatars, animations, or filter technology on social media has 

not been explored much from a syntactic perspective. The AI models used in these platforms often 

lack an adequate structural understanding of the syntactic elements in sign language. This leads to 

the possibility of grammatical distortion when messages are delivered virtually (Law, 2024). 

The lack of linguistic studies on the performance of syntactic structures in the virtual 

environment leads to systematic and empirical data gaps. The use of sign language in AI platforms 

seems to only function as a basic communication tool, without considering its complexity and 

systematics as a full language (Wang dkk., 2023). Representations of gestures are often developed 

with visualization or aesthetic purposes in mind, rather than with consideration of linguistic 

structure. This condition results in misconceptions in the use and understanding of sign language 

widely in the digital space. The communicative experience of deaf users can be disrupted by 

structural miscommunication that technology developers are not aware of (Touretzky & Gardner-

McCune, 2022). 

To date, there have not been many studies that highlight how sentence construction in virtual 

sign language is handled by AI systems and how it impacts meaning. The absence of facial 

expressions or proper spatial positioning can lead to shifting syntactic functions such as topic 

markers, focus, or negations (Sun dkk., 2022). This shows that there is a gap between technological 

design and a deep linguistic understanding of sign language structures. If this gap is not filled, then 

the representation of sign language in the digital space can lead to the perpetuation of forms of 

communication that are not grammatically accurate. Exploratory studies that focus on the syntactic 

dimension are becoming increasingly urgent in this context (McCarthy, 2022). 

The lack of understanding of syntactic structures in AI systems has the potential to create new 

barriers to digital inclusivity. Sign language displayed in digital content does not necessarily reflect 

the correct form syntactically speaking, so it can create confusion of meaning or misinterpretation. 

This issue not only has an impact on the effectiveness of communication, but also concerns the 

cultural representation and identity of the deaf community. When AI systems fail to understand the 

rules of syntax, the potential for marginalization through technological media becomes even greater. 

This inequality can only be addressed through a linguistic approach that is sensitive to the 

grammatical complexity of sign language (Westera dkk., 2020). 

Within the framework of generative theory, syntax is understood as a system of rules that 

govern how language elements are organized in sentence structure. Chomsky (1995) through the 

Minimalist Program states that every language has an internal mechanism in arranging hierarchies 

and relationships between elements. In the context of sign language, these rules include spatial 

arrangement, facial expressions, and direction of movement as syntactic markers. The absence of 

physical representation in a virtual environment requires AI models to reconstruct these systems in 

a sophisticated way. The absence of syntactic mapping in the development of technology makes 

linguistic theory an important basis to fill the gap in this research (Cascella dkk., 2023). 
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This research is needed to answer the need for linguistic mapping of the representation of sign 

language syntactic structures on artificial intelligence-based social media platforms. The use of sign 

language in the digital realm should be studied not only as a technological phenomenon, but also as 

a complex and significant linguistic process. This study aims to explore the extent to which 

syntactic elements in sign language persist, change, or even be erased when modeled in AI systems. 

This study is expected to provide a deeper understanding of the relationship between linguistic 

structure and digital transformation in the context of inclusive communication (Lucchi, 2024).  

The analysis in this study will focus on the representation of sign language sentences in 

virtual form, including the identification of basic structures such as SVO sequences, topicalization, 

and the use of classifiers. This study will compare the original structure with its digital form in the 

context of social media, as well as examine possible algorithmic biases that affect sentence 

structure. The results of this study are expected to provide recommendations for technology 

developers to be more sensitive to linguistic structures in sign language. This understanding can 

also enrich linguistic theory with a new context, namely AI-based virtual communication. 

The rationale of this research is based on the theory of visual-spatial linguistics in sign 

language, which emphasizes the importance of location and movement as structural elements. This 

approach was developed by scientists such as Petitto and Emmorey who stated that the syntactic 

structure in sign language is not linear, but rather multidimensional. This theory is particularly 

relevant in analyzing how AI captures or fails to capture the dimensions of space that are the main 

hallmarks of the syntactic structure of sign language. Failure to represent visual-spatial elements 

will have a direct impact on sentence structure and meaning in digital communication. 

 

RESEARCH METHODOLOGY 

This study uses an exploratory qualitative approach with a multi-platform case study design. 

The main focus of the research is to explore and describe the syntactic structures that emerge in the 

virtual representation of sign language in artificial intelligence-based social media (Adorjan, 2023). 

This approach was chosen because it allows researchers to understand the complexity of 

phenomena in real-life contexts, particularly in the dynamics of digital communication. The case 

study applied to three platforms that utilize AI technology for sign language: TikTok, Instagram, 

and YouTube. This design provides flexibility in examining syntactic variations that arise naturally 

in various usage contexts (Bordeleau, 2021). 

The research population consisted of sign language video content disseminated through avatar 

features or AI animations by deaf social media users and hearing creators who used sign language 

interpreter features. The sample was taken purposively based on three main criteria: the use of AI 

features for sign language, the clarity of sentence structure, and the presence of syntactic elements 

that can be analyzed. A total of 30 videos from the three platforms were collected as the main 

sample. Units of analysis include sentence structure, syntactic sequence, and visual elements that 

represent grammatical functions in sign language. The sample was also adjusted to the 

representation of different types of sentences, such as declarative, interrogative, and imperative 

(Koch, 2021; Salmona dkk., 2019). 

The main instrument used in this study is a syntax analysis sheet developed based on the 

linguistic principles of sign language. This sheet covers categories such as topic-comment structure, 

classifier markers, SVO sequences, as well as facial expression functions in sentence construction. 

The data was also reinforced by participatory observation recordings of user interaction with AI 

systems in the platform studied. Video analysis software is used to slow down and dissect each 

frame of motion to identify syntactic shapes in detail. The validity of the instrument was obtained 
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through discussions between sign language linguists and digital technology experts who are 

experienced in the field of AI interaction (Sopcak & Sopcak, t.t.). 

The data collection procedure is carried out through a search for relevant video content on all 

three platforms, followed by a selection and screening process based on inclusion criteria. Each 

video was analyzed in depth using a syntactic observation sheet to identify sentence structure 

patterns and syntactic shifts that occurred in the virtual version. The data was then coded using the 

open coding method to group the syntactic findings into thematic categories. The coding results 

were analyzed using a descriptive-qualitative approach and combined with theoretical 

interpretations based on generative and visual-spatial linguistics. Each outcome is analyzed not only 

in a structural context, but also in relation to the performance of the AI system and communicative 

goals in social media (Stevenson, 2019). 

 

RESULT AND DISCUSSION 

Table 1. Virtual Sign Language Video Distribution Based on Platform and Syntactic 

Structure Category 

Platform Number 

of Videos 

Average 

Duration 

Full Number 

of Sentences 

Structure 

SVO 

Topics-

Comments 

Classical 

TikTok 10 0:15 

seconds 

3 5 3 2 

Instagram 10 0:30 

seconds 

5 6 5 4 

YouTube 10 2:00 

minutes 

9 9 8 7 

Total 30 — 17 20 16 13 

The data in Table 1 shows the distribution of video content analyzed based on three social 

media platforms, namely TikTok, Instagram, and YouTube. Each platform is analyzed with the 

same number of videos, which is 10 videos per platform. In addition to the number of videos, this 

table also presents information on the average duration, the number of full sentences, and the three 

main types of syntactic structures observed: the SVO (subject-verba-object) sequence, the topic-

comment structure, and the use of classifiers. YouTube is recorded to have the longest video 

duration, which is an average of two minutes, while TikTok displays the shortest video, around 15 

seconds. 

The most common syntactic structure across all platforms is the SVO sequence, with a total of 

20 appearances out of 30 videos. YouTube became the richest platform in syntactic structure, with 9 

full sentences showing SVO elements, 8 topic-comment structures, and 7 classifier uses. In contrast, 

TikTok displays the lowest syntactic performance, producing only 3 full sentences in all the videos 

analyzed. Instagram showed a medium performance, both in terms of the number of sentence 

structures and the variety of syntactic elements displayed. 

Significant differences in the average length of a video have a direct impact on the complexity 

and completeness of the sentence structure that AI can represent. TikTok, which focuses on short 

video formats, does not seem to provide enough space for a complete and diverse representation of 

sentence structures. Instagram is slightly better with interactive features and medium duration, but it 

still hasn't been able to match YouTube in terms of syntactic cohesion. These findings indicate that 

the complexity of the algorithm and the flexibility of the duration of the video are two important 
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factors that determine how accurately an AI system can represent syntactic structures in virtual sign 

language. 

Table 2. Frequency and Quality of Representation of Sign Language Syntactic Elements in 

Virtual Video 

Platform Facial 

Expressions 

(Non-Manual) 

Direction of 

Movement 

(Spatial) 

Timing 

Transitions 

Syntactic 

Accuracy 

Syntax 

Distortion 

TikTok 2 3 Low 4/10 6/10 

Instagram 5 6 Keep 6/10 4/10 

YouTube 9 8 Tall 9/10 1/10 

Table 2 presents the frequency of occurrence and the quality of representation of important 

syntactic elements in sign language which include facial expressions (non-manual elements), spatial 

movement directions, and subjective assessments of sentence cohesion, syntactic accuracy, and 

distortion level. Accuracy and distortion values are calculated based on the analysis of 10 videos per 

platform. YouTube consistently performs highest in almost all indicators, especially in facial 

expressions and the direction of spatial movement that are essential for constructing a complete 

sentence structure. 

Facial expressions only appear in 2 out of 10 TikTok videos, while on YouTube they appear 

almost perfectly, namely in 9 videos. The direction of spatial movement is also more consistently 

displayed on YouTube and Instagram, while TikTok has a low level of accuracy in setting the 

direction of movement that indicates syntactic structures such as focus or negation. Sentence 

cohesion is assessed based on the completeness of sentence sequences from subject, verb, to object 

or comment, and the results show that YouTube is able to maintain this continuity well, inversely 

proportional to TikTok which mostly displays interrupted or fragmentary sentences. 

The syntactic accuracy on TikTok only reached 4 out of 10 videos, while on YouTube it 

reached 9 out of 10 videos analyzed. Syntactic distortions were most commonly found on TikTok, 

with 6 out of 10 videos showing errors such as chaotic sequence of elements or missing non-verbal 

markers. YouTube's much higher performance indicates that the presence of facial tracking, 

direction of motion, and longer video duration features supports the formation of a complete 

sentence structure. These findings reinforce the claim that sign language representation is not 

enough to rely solely on hand gestures, but also requires the integration of multimodal features to 

maintain syntactic accuracy in virtual spaces. 

The syntactic representation of sign language is greatly influenced by the technological 

sophistication of each platform. TikTok often cuts the duration of videos that cause incomplete 

sentences to be displayed. Instagram has moderate results because its interactive features are 

sometimes able to maintain syntactic sequences. YouTube has shown the most consistent 

performance in maintaining structures such as SVO and comment topics. Longer durations and 

more stable AI processing algorithms are the causes. The platform also uses more face-tracking-

based avatar features. The differences in performance between platforms prove that syntax 

structures cannot be standardized in a digital context. The power of algorithms in capturing non-

manual expressions is a major differentiating factor. The complexity of sign language cannot be 

reduced to the sequence of hand movements alone. 

Further analysis found that sentence structures with subject-predicate-object order appeared 

most often. Declarative type sentences dominate the content analyzed. The element of facial 

expressions as a marker of focus or negation often does not appear on TikTok. Interrogative 
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sentences only appear on 5 of the 30 videos, and they are all on YouTube and Instagram. There are 

no TikTok videos that are syntactically clearly forming a question. This shows the limitations of the 

representation of certain grammatical functions on the platform. Classifiers as an essential element 

in sign language appear in only one-third of videos. YouTube is the only platform that shows the 

classifier structure in its entirety. Complex spatial movements are generally omitted in AI 

representations on TikTok and Instagram. 

The absence of classifier elements and facial expressions leads to ambiguity of meaning in 

virtual sentences. Grammatical functions become blurred when visual markers are not displayed. 

Communication effectiveness has decreased due to incomplete syntax. The function of 

topicalization in sign language is highly dependent on the position of space and the direction of 

view. AI systems that do not sense the position of the head or the direction of movement are not 

able to represent these structures well. As a result, the emphasis on meaning becomes inaccurate. 

The best performance of AI is found on platforms that combine spatial tracking and facial 

expressions. Without multimodal features, non-verbal syntactic elements cannot be delivered in 

their entirety. This proves that sign language is not just a sequence of movements, but a complex 

multimodal system. 

The imbalance between syntactic functions and AI features is a major challenge in AI-based 

social media. YouTube, which has a more accurate tracking feature, produces more cohesive 

sentences. TikTok and Instagram tend to lower accuracy for the sake of speed and aesthetics. The 

relationship between video duration and syntactic structure completeness is very close. Short videos 

more often show fragmentary sentences. Users of the platform with long durations have more room 

to form complete sentences with clear syntactic markers. The availability of facial expression 

features automatically improves grammatical readability. AI that is able to capture the direction of 

the gaze and body position will more accurately represent topics and focuses. The more multimodal 

the system, the stronger the syntax structure formed. 

One of the YouTube videos shows a complete conversation using virtual sign language by an 

AI avatar. The sentence structure includes SVO sequence, topicalization, and classifiers clearly. 

This 2-minute video utilizes real-time facial expression tracking. The avatar in the video is able to 

show the emphasis of the topic through the direction of view and body movements. The structure of 

the interrogative sentence can be seen from the raised eyebrows, indicating the existence of 

negation or questioning. The syntactic sequence is identified intact without visual cuts. In contrast, 

one of the 15-second TikTok videos only shows lexical gestures without sentence structure. No 

SVO sequence or topic-comments are formed. Avatars look stiff without non-verbal syntactic 

markers such as facial expressions or directional gestures. 

Case studies show that the quality of syntax in videos is highly dependent on the features of 

the AI system used. Long-form videos allow room for sentence structure to develop. The facial 

expression feature is the key to displaying complex syntactic structures. AI that is able to model 

gestures in three-dimensional space is more effective in forming classifiers. Spatial representations 

play a big role in determining grammatical functions. Directional movements, hand location, and 

eye contact all serve as important syntactic elements. Short videos with limited features are not able 

to represent the entire syntactic aspect. The focus on aesthetics and entertainment makes many 

linguistic structures overlooked. Platforms that prioritize upload speed and visual effects tend to 

lose grammatical dimensions. 

The quality of syntactic representation is directly proportional to the sophistication of 

multimodal features in AI systems. The more complex the tracking features used, the better the AI's 

ability to display the syntactic structure of sign language. The video with the most syntactically 
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accurate facial tracking feature. The relationship between duration, non-manual expression, and 

spatial position greatly determines the integrity of sentence structure. An AI system that relies 

solely on hand gestures will fail to capture grammatical relationships. The combination of various 

non-verbal modes of communication is essential in virtual sign language. The findings suggest that 

the success of syntactic representation depends not only on the input data, but also on the design of 

the algorithm. Algorithms that take into account linguistic structure and not just visual imagery will 

be more inclusive. This relationship is the basis for the development of communication technologies 

that are sensitive to non-verbal language. 

The findings show that the representation of the syntactic structure of sign language in virtual 

form is greatly influenced by the platform used. YouTube shows the most accurate results in 

maintaining SVO sequences, classifier usage, and non-manual expressions. TikTok tends to 

simplify sentence structures due to its short duration and less complex AI features. Instagram 

showed medium performance with inconsistencies in the use of comment topics and question 

structure. Videos on Instagram are occasionally able to display complete syntactic elements, 

especially on posts that use the face tracking feature. Classifier representation remains the least 

likely aspect to appear in its entirety across all platforms. The absence of facial expressions and 

movement directions leads to the incompleteness of grammatical functions in virtual videos. The 

syntactic structure of sign language does not only depend on the sequence of hand movements, but 

also requires a multimodal system. AI that relies only on two-dimensional visuals tends to fail to 

grasp the relationships between complex syntactic elements. 

This study reinforces the findings of Emmorey and Petitto who emphasize the importance of 

visual-spatial elements in the syntactic structure of sign language. AI representations that do not 

sense the dimensions of space result in grammatical distortions. The study is in line with visual 

linguistics research that rejects the simplification of sign language in digital form. In contrast to 

previous studies that focused only on lexical translation, this study highlights the syntactic 

dimension in depth. Many previous studies have not explored how topic-comment structures and 

classifiers are represented in AI-based social media. This research expands the understanding of 

grammatical frameworks that are often overlooked in popular AI systems. The main contribution of 

this study is the incorporation of generative and visual-spatial linguistic frameworks to assess cross-

platform AI performance. Previous studies have not placed AI algorithms as critical objects in 

linguistic studies. This difference in methodology is what makes this research unique in digital 

linguistic discourse. 

The results of this study are a marker that digital communication is not yet fully inclusive for 

sign language users. Technological inequities and linguistic understanding have led to deaf 

communities accepting inaccurate representations of language. This situation reflects the 

unpreparedness of technology to accommodate linguistic diversity fairly. This reality shows the 

dependence of technology on linear communication models, even though sign language is 

multidimensional. The absence of non-manual and spatial expressions is a symbol of AI's still 

limited approach. These results mark the need for a new paradigm in the development of 

multimodal systems for non-verbal languages. The experience of deaf users in virtual social media 

contains the potential for linguistic marginalization. Incomplete syntactic representations can form 

misconceptions about the structure of sign language itself. This research is a reflection of the non-

involvement of the disability community in the technology design process. 

Inaccurate representation of syntactic structures has an impact on communication between 

sign language users in the digital space. When AI fails to recognize syntax functions, the meaning 

of sentences becomes ambiguous and the potential for miscommunication increases. This 
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implication touches on the aspect of communication rights, not just a technical issue. Technology 

developers need to consider linguistic elements in designing AI systems for sign language. The 

existence of facial and motion direction tracking features is fundamental in building an inclusive 

communication system. Without a syntax-based approach, technology will only reproduce 

superficial forms of communication. Awareness of the importance of syntactic structure in sign 

language needs to be disseminated to the education and media sectors. This research is the basis for 

digital policies oriented towards linguistic justice. Social media as a public space must ensure the 

representation of the language structure as a whole. 

Current AI systems have not been designed with an adequate linguistic understanding of sign 

language. The algorithms developed focus more on the recognition of visual patterns, rather than 

grammatical structures. The commercial focus of social media platforms is also more on aesthetics 

and upload speed, rather than linguistic accuracy. The short duration of TikTok content and the 

limitations of multimodal features limit syntactic representation space. The absence of facial 

expression tracking makes topic markers, focus, and negations invisualizable. This condition causes 

syntactic elements to disappear from the virtual representation. The lack of involvement of sign 

language experts and the deaf community in the technology design process is also a major cause. AI 

systems are not explicitly trained to recognize the syntactic structure of non-verbal language. The 

resulting representations are reductive and do not reflect the actual grammatical diversity. 

Technology developers need to involve linguists and the deaf community in the process of 

creating AI models. Training of multimodal-based systems should include syntactic aspects, not just 

lexical motion. Virtual sign language representations must be based on linguistically valid visual-

spatial principles. Digital education must integrate linguistic awareness in its curriculum. Students 

of information technology and visual communication design need to understand the structure of 

non-verbal language such as sign language. Cross-disciplinary collaboration is the key to producing 

fair and accurate innovations. Further research is suggested to explore the impact of syntactic 

representations on user message understanding. Longitudinal studies can look at how AI shapes 

language patterns in the long term. The future direction of technology must prioritize language 

representations that are not only beautiful, but also grammatically correct. 

 

CONCLUSION  

The most important findings of this study show that the syntactic representation of sign 

language in AI-based social media platforms is highly dependent on the complexity of the algorithm 

and the duration of the video. Platforms like YouTube are able to display a more complete syntactic 

structure than TikTok which tends to reduce linguistic elements for visual aesthetics. The absence 

of multimodal features such as facial expressions and movement direction is the main cause of the 

loss of syntactic cohesion in the digital version of sign language. 

The added value of this study lies in the combinatorial approach between syntactic analysis 

based on visual-spatial linguistics and observation of the performance of cross-platform AI 

algorithms. This study contributes a new method in digital media-based syntactic analysis by 

considering multimodal and performative dimensions. The analytical framework used provides a 

conceptual foundation for the development of inclusive technologies that are sensitive to the 

grammatical structure of non-verbal languages. 

The main limitations lie in the platform's scope which is still limited to three popular social 

media and the lack of engagement of deaf users as active subjects. Further research is suggested to 

explore the development of AI systems based on explicit syntactic labeling, as well as expand into 

the context of sign language-based education, law, and public services. Collaboration between 
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linguists, the disability community, and technology developers needs to be strengthened to produce 

more accurate and ethical representation systems. 
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